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∗
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∗
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Abstract. In this paper we provide necessary and sufficient conditions for the pair of
matrix equations A1XA

∗
1 = B1 and A2XA

∗
2 = B2 to have a common hermitian solution in

the form
X1+X2

2
, where X1 and X2 are hermitian solutions of the equations A1XA

∗
1 = B1

and A2XA
∗
2 = B2, respectively. In the last section, we derive necessary and sufficient

conditions for common hermitian solution X of this pair of matrix equations to have the

forms

(
0 X2

X∗
2 0

)
and

(
X1 0
0 X3

)
, where X1, X2 and X3 denote some submatrices in X.

1. Introduction

Throughout this paper, Cm×n and Cn
H stand for the sets of all m×n complex matrices

and all n × n complex Hermitian matrices, respectively. We denote by, A∗, r(A) and
R(A) the conjugate transpose, the rank, and the range of A, respectively. The Moore-
Penrose inverse of a matrix A ∈ Cm×n, denoted by A+, is defined to be the unique
matrix X ∈ Cn×m satisfying the four matrix equations

(1) AXA = A, (2) XAX = X, (3) (AX)∗ = AX, (4) (XA)∗ = XA.

Moreover, the two matrices EA and FA stand for the two orthogonal projectors EA =

Im−AA+, FA = In−A+A induced by a matrix A. Their ranks are given by r(EA) =

m−r(A), r(FA) = n−r(A).
The majority of properties of the generalized inverse, especially the Moore-Penrose

generalized inverse have been treated in the book of A. Ben-Israël and T. N. E.
Greville [1], and also in the book of Z. Nashed [11].

The inertia of a Hermitian matrix is defined to be a triplet In(A) = {i+(A), i−(A),

i0(A)} composed of the numbers of the positive (i+(A)), negative (i−(A)) and zero
eigenvalues (i0(A)) of the matrix counted with multiplicities, respectively.
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Recently, research on linear matrix equations has received more attention and has
had lots of nice results. For example, Mitra [9, 10] has provided conditions for the
existence of a solution and a representation of the general common solution to the
pair of matrix equations

A1XB1 = C1 and A2XB2 = C2, (1)

where Ai, Bi, Ci are given for i = 1, 2 and X is unknown.

Also A. Navarra, P.L. Odell, D.M. Young. [12] gave new necessary and sufficient
conditions for the existence of a common solution to (1) and derived a new represen-
tation of the general common solution to these two equations. In [6] Liu established
the condition for the matrix equations (1) to have a common least-squares solution.
In [7] X. Fu Liu, Hu Yang gave an expression of the general common least squares
solution to the pair of matrix equations (1). In [3] S. Guerarra and S. Guedjiba de-
termined necessary and sufficient conditions for the pair of matrix equations (1) to
have a common least-rank solution, and the expression of this solution is also given.

Consider the pair of matrix equations

A1XA
∗
1 = B1 and A2XA

∗
2 = B2. (2)

Various problems related to (2) and applications have been investigated in the lit-
erature. In [13] Y. Tian determined the conditions for the existence of a common
hermitian solution to the pair of matrix equations (2) and gave a representation of
the general common hermitian solution. Furthermore, he established explicit formulas
for calculating

max
X∈S

r(A1−B1XB1), max
X∈S

i±(A1−B1XB1),

min
X∈S

r(A1−B1XB1), min
X∈S

i±(A1−B1XB1),

where S = {X ∈ Cn
H | [B2XB

∗
2 , B3XB

∗
3 ] = [A2, A3]}.

In [14] Y. Tian gave necessary and sufficient conditions for S = T , where

S = {X ∈ Rn
H |AXA

∗ = B},

T =

{
X1+X2

2

∣∣T1AX1A
∗T ∗1 = T1BT

∗
1 , T2AX2A

∗T ∗2 = T2BT
∗
2

}
.

In [4], S. Guerarra and S. Guedjiba established a set of explicit formulas for calculating
the maximal and minimal ranks and inertias of P−X with respect to X, where P ∈ Cn

H

is given, X is a common hermitian least-rank solution of matrix equations A1XA
∗
1 = B1

and A2XA
∗
2 = B2 .

In [19], the authors derived the maximal and minimal ranks of the submatrices
in a least squares solution to the equaition AXB = C. From these formulas, they
derived necessary and sufficient conditions for the submatrices to be zero and other
special forms.

Motivated by these works we use the matrix rank method to derive necessary
and sufficient conditions for (2) to have a common hermitian solution in the form
X1+X2

2
, where X1 and X2 are hermitian solutions of the equations A1XA

∗
1 = B1 and

A2XA
∗
2 = B2, respectively, and we give necessary and sufficient conditions for the
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submatrices in a common hermitian solution to (2) to have a special form.
We first give some lemmas.

Lemma 1.1 ([8]). Let A ∈ Cm×n, B ∈ Cm×p and C ∈ Cq×n. Then, the following rank
expansion formulas hold

r
(
A, B

)
= r(A)+r(EAB) = r(B)+r(EBA), (3)

r

(
A

C

)
= r(A)+r(CFA) = r(C)+r(AFC), (4)

r

(
A B

C 0

)
= r(B)+r(C)+r(EBAFC). (5)

Lemma 1.2 ([16]). Let A ∈ Cm×n, B ∈ Cm×k, C ∈ Cl×n and C ∈ Dl×k be given. Then
the rank of the Schur complement SA = D−CA+B satisfies the equality

r(D−CA+B) = r

(
A∗AA∗ A∗B

CA∗ D

)
−r(A). (6)

Lemma 1.3 ([15]). Let A ∈ Cm
H , B ∈ Cm×n, D ∈ Cn

H , and let

M1 =

(
A B

B∗ 0

)
, M2 =

(
A B

B∗ D

)
. (7)

Then, the following expansion formulas hold

i±(M1) = r(B)+i±(EBAEB), i±(M2) = i±(A)+i±

(
0 EAB

B∗EA D−B∗A+B

)
, (8)

r(M1) = 2r(B)+r(EBAEB), r(M2) = r(A)+r

(
0 EAB

B∗EA D−B∗A+B

)
. (9)

Under the condition A < 0,

i+(M1) = r
(
A B

)
, i−(M1) = r(B), r(M1) = r

(
A B

)
+r(B).

Under the condition R(B) ⊆ R(A),

i±(M2) = i±(A)+i±(D−B∗A+B), r(M2) = r(A)+r(D−B∗A+B).

Some general rank and inertia expansion formulas derived from (3)–(5), (7)–(9) are
given below

r

(
A B

EPC 0

)
= r

(
A B 0

C 0 P

)
−r(P ), r

(
A BFQ

C 0

)
= r

A B

C 0

0 Q

−r(Q),

r

(
A BFQ

EPC 0

)
= r

A B 0

C 0 P

0 Q 0

−r(P )−r(Q), (10)

i±

(
A BFP

FPB
∗ 0

)
= i±

 A B 0

B∗ 0 P ∗

0 P 0

−r(P ), (11)
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i±

(
EQAEQ EQB

B∗EQ D

)
= i±

 A B Q

B∗ D 0

Q∗ 0 0

−r(Q).

Lemma 1.4 ([14]). Let A ∈ Cm
H , B ∈ Cn

H , Q ∈ Cm×n, and assume that P ∈ Cm×m is
nonsingular. Then,

i±(PAP ∗) = i±(A), i±(λA) =

{
i±(A) if λ > 0

i∓(A) if λ < 0
,

i±

(
A 0

0 B

)
= i±(A)+i±(B), i+

(
0 Q

Q∗ 0

)
= i−

(
0 Q

Q∗ 0

)
= r(Q). (12)

Lemma 1.5. Let A ∈ Cm×n and B ∈ Cm
H be given. Then, the following hold.

(a) [2, 5], The matrix equation AXA∗ = B has a solution X ∈ Cn
H iff R(B) ⊆ R(A),

or equivalently, AA+B = B.
(b) [15] Under AA+B = B the general hermitian solution of AXA∗ = B can be
written in the following two forms X = A+B(A+)∗+U−A+AUA+A, X = A+B(A+)∗+

FAV+V ∗FA, where U ∈ Cn
H and V ∈ Cn×n are arbitrary.

Lemma 1.6 ([13]). Let Bi ∈ Cmi
H , Ai ∈ Cmi×n be given for i = 1, 2 and suppose that

each of the two matrix equations A1XA
∗
1 = B1 and A2XA

∗
2 = B2, has a solution, i.e.,

R(Bi) ⊆ R(Ai) for i = 1, 2. Then, the following hold.

(a) The pair of matrix equations has a common hermitian solution if and only if

r

B1 0 A1

0 −B2 A2

A∗1 A∗2 0

 = r

(
A1

A2

)
. (13)

(b) Under (13), the general common hermitian solution of the pair of equation can be
written in the following parametric form X = X0+V FA+FAV

∗+FA1
UFA2

+FA2
U∗FA1

,

where X0 is a special hermitian common solution to the pair of equations, A =

(
A1

A2

)
,

and U, V ∈ Cn×n are arbitrary.

2. Properties of common solutions of matrix equations A1XA
∗
1 = B1 and

A2XA
∗
2 = B2

Lemma 2.1 ( [17]). Let φ(X1, X2) = A−B1X1C1−(B1X1C1)∗−B2X2C2−(B2X2C2)∗,
where A ∈ Cn

H , Bi ∈ Cm×pi and Ci ∈ Cqi×m are given, and Xi ∈ Cpi×qi are vari-
able matrices for i = 1, 2, and assume that R(B2) ⊆ R(B1), R(C∗1 ) ⊆ R(B1), R(C∗2 ) ⊆
R(B1). Also let

N =

(
A B2 C∗1 C∗2
C1 0 0 0

)
, N1 =

 A B2 C∗1 C∗2
B∗2 0 0 0

C1 0 0 0

 , N2 =

A B2 C∗1 C∗2
C1 0 0 0

C2 0 0 0

 ,
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M =

(
A B1

C1 0

)
, M1 =

 A B2 C∗1
B∗2 0 0

C1 0 0

 , M2 =

A C∗1 C∗2
C1 0 0

C2 0 0

 .

Then, the global maximal and minimal ranks and inertias of φ(X1, X2) are given by

max
X1∈Cp1×q1 ,X2∈Cp2×q2

r[φ(X1, X2)] = min{r[A,B1], r(N), r(M1), r(M2)},

min
X1∈Cp1×q1 ,X2∈Cp2×q2

r[φ(X1, X2)] =2r[A,B1]−2r(M)+2r(N)+ max{s1, s2, s3, s4},

max
X1∈Cp1×q1 ,X2∈Cp2×q2

i±[φ(X1, X2)] = min{i±(M1), i±(M2)},

min
X1∈Cp1×q1 ,X2∈Cp2×q2

i±[φ(X1, X2)] =r[A,B1]−r(M)+r(N)

+ max{i±(M1)−r(N1), i±(M2)−r(N2)},

where s1 = r(M1)−2r(N1), s2 = r(M2)−2r(N2),

s3 = i+(M1)+i−(M2)−r(N1)−r(N2), s4 = i−(M1)+i+(M2)−r(N1)−r(N2).

Let Ai ∈ Cmi×p, Bi ∈ Cmi
H , for i = 1, 2. Define

S1 =

{
Y =

X1+X2

2
∈ Cn

H | A1X1A
∗
1 = B1, A2X2A

∗
2 = B2

}
, (14)

S2 =
{
X ∈ Cn

H | A1XA
∗
1 = B1, A2XA

∗
2 = B2

}
. (15)

In this case, we give necessary and sufficient conditions for S1 ∩ S2 6= ∅.

Theorem 2.2. Assume that the pair of matrices in (15) has a common hermitian
solution, and let S1 and S2 be defined as in (14) and (15). Then, S1 ∩ S2 6= ∅ iff

r

 0 −A∗1 A∗2
−A1 − 1

2B1 0

A2 0 1
2B2

 = 2r

(
A1

A2

)
. (16)

Proof. Note that S1∩S2 6= ∅ is equivalent to min
Y ∈S1,X∈S2

r(Y−X) = 0. From Lemma 1.5,

the general expression of the matrices of the two equations in (14) can be written as

Y =
A+
1 B1(A+

1 )∗

2
+FA1

U1+U∗1FA1
+
A+
2 B2(A+

2 )∗

2
+FA2

U2+U∗2FA2
, where U1 and U2 are

arbitrary. Then

Y−X =
A+
1 B1(A+

1 )∗

2
+FA1

U1+U∗1FA1
+
A+
2 B2(A+

2 )∗

2
+FA2

U2+U∗2FA2
−X0

−V FA−FAV
∗−FA1

UFA2
−FA2

U∗FA1

=
A+
1 B1(A+

1 )∗

2
+
A+
2 B2(A+

2 )∗

2
−X0−

(
V, −U∗1 , −U∗2

) FA

FA1

FA2


−
(
FA, FA1

, FA2

) V ∗

−U1

−U2

−FA1
UFA2

−FA2
U∗FA1

.
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Let

L =


A+
1 B1(A+

1 )∗

2
+
A+
2 B2(A+

2 )∗

2
−X0 FA1

FA FA1
FA2

FA2

FA 0 0 0 0 0

FA1
0 0 0 0 0

FA2
0 0 0 0 0

 ,

L1 =



A+
1 B1(A+

1 )∗

2
+
A+
2 B2(A+

2 )∗

2
−X0 FA1

FA FA1
FA2

FA2

FA1
0 0 0 0 0

FA 0 0 0 0 0

FA1
0 0 0 0 0

FA2
0 0 0 0 0

 ,

L2 =



A+
1 B1(A+

1 )∗

2
+
A+
2 B2(A+

2 )∗

2
−X0 FA1

FA FA1
FA2

FA2

FA 0 0 0 0 0

FA1
0 0 0 0 0

FA2
0 0 0 0 0

FA2
0 0 0 0 0

 ,

G =


A+
1 B1(A+

1 )∗

2
+
A+
2 B2(A+

2 )∗

2
−X0 Ip

FA 0

FA1
0

FA1
0

 ,

G1 =



A+
1 B1(A+

1 )∗

2
+
A+
2 B2(A+

2 )∗

2
−X0 FA1

FA FA1
FA2

FA1
0 0 0 0

FA 0 0 0 0

FA1
0 0 0 0

FA2
0 0 0 0

 ,

G2 =



A+
1 B1(A+

1 )∗

2
+
A+
2 B2(A+

2 )∗

2
−X0 FA FA1

FA2
FA2

FA 0 0 0 0

FA1
0 0 0 0

FA2
0 0 0 0

FA2
0 0 0 0

 .

Thus, from Lemma 2.1, we get

min
Y ∈S1,X∈S2

r(Y−X) =2r

[
A+
1 B1(A+

1 )∗

2
+
A+
2 B2(A+

2 )∗

2
−X0, Ip

]
−2r(G)+2r(L)+ max{t1, t2, t3, t4}, (17)

where t1 = r(G1)−2r(L1), t2 = r(G2)−2r(L2),

t3 = i+(G1)+i−(G2)−r(L1)−r(L2), t4 = i−(G1)+i+(G2)−r(L1)−r(L2).

We will simplify r(G), r(L), i±(Li) and i±(Gi) for i = 1, 2.
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Applying (4), (6), (11) and (12), and simplifying by [A1A
+
1 B1, A2A

+
2 B2] = [B1, B2],

elementary matrix operations and congruence matrix operations, and the fact that
R(FA) ⊆ R(FA1

) and R(FA) ⊆ R(FA2
), we obtain

r(G) = r


A+
1 B1(A+

1 )∗

2
+
A+
2 B2(A+

2 )∗

2
−X0 Ip

FA 0

FA1
0

FA2
0



=r


A+
1 B1(A+

1 )∗

2
+
A+
2 B2(A+

2 )∗

2
−X0 Ip

FA1
0

FA2
0

 = 2p+r(A2FA1
)−r(A2),

i±(G1) = i±



A+
1 B1(A+

1 )∗

2
+
A+
2 B2(A+

2 )∗

2
−X0 FA1

FA FA1
FA2

FA1
0 0 0 0

FA 0 0 0 0

FA1
0 0 0 0

FA2
0 0 0 0



=i±


A+
1 B1(A+

1 )∗

2
+
A+
2 B2(A+

2 )∗

2
−X0 FA1

FA2

FA1
0 0

FA2
0 0



=i±



A+
1 B1(A+

1 )∗

2
+
A+
2 B2(A+

2 )∗

2
−X0 Ip Ip 0 0

Ip 0 0 A∗1 0

Ip 0 0 0 A∗2
0 A1 0 0 0

0 0 A2 0 0

−r(A1)−r(A2)

=i±


0 Ip Ip − 1

4A
+
1 B1+ 1

2X0A
∗
1 − 1

4A
+
2 B2

Ip 0 0 A∗1 0

Ip 0 0 0 A∗2
− 1

4B1(A+
1 )∗+ 1

2A1X0 A1 0 0 0

− 1
4B2(A+

2 )∗ 0 A2 0 0

−r(A1)−r(A2)

=p+i±

 0 −A∗1 A∗2
−A1 − 1

2B1 0

A2 0 1
2B2

−r(A1)−r(A2)

By similar steps we obtain

i±(G2) = p+i±

 0 −A∗1 A∗2
−A1 − 1

2B1 0

A2 0 1
2B2

−r(A1)−r(A2),
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r(L) = 2p+r

 0 −A∗1 A∗2
−A1 − 1

2B1 0

A2 0 1
2B2

−2r(A1)−2r(A2).

It is clear that r(L) = r(L1) = r(L2) and t1 = t2 = t3 = t4 = −r(L). Substituting these
relations into (17) yields (16). �

3. Ranks of submatrices in a common hermitian solution of matrix
equations A1XA

∗
1 = B1 and A2XA

∗
2 = B2

Let

S = {X ∈ Cn
H | A1XA

∗
1 = B1, A2XA

∗
2 = B2}. (18)

The common hermitian solutions of the pair of matrix equations in S are given by
X = X0+V FA+FAV

∗+FA1
UFA2

+FA2
U∗FA1

, where X0 is a special hermitian common

solution to the pair of matrix equations in S, A =

(
A1

A2

)
, and U, V ∈ Cn×n are

arbitrary.
One of the fundamental concepts in matrix theory is the partition of matrix. Many
properties of a matrix can be derived from the submatrices in its partition. The
common hermitian solution X ∈ S is partitioned into 2 × 2 block of the form X =(
X1 X2

X∗2 X3

)
, where X1 ∈ Cn1×n1 , X2 ∈ Cn1×n2 and X3 ∈ Cn2×n2 with n1+n2 = n.

Since X1, X2 and X3 are submatrices in a common hermitian solution X to the pair
of matrix equations A1XA

∗
1 = B1 and A2XA

∗
2 = B2, they can be rewritten as

X1 =
(
In1 , 0

)
X

(
In1

0

)
:= R1XR

∗
1, X2 =

(
In1 , 0

)
X

(
0

In2

)
:= R1XR

∗
2,

X3 =
(

0, In2

)
X

(
0

In2

)
:= R2XR

∗
2.

We adopt the following notations for the collections of submatrices X1, X2 and X3.

Si =

{
Xi

∣∣∣∣ X =

(
X1 X2

X∗2 X3

)
∈ S

}
, i = 1, 2, 3.

The following are some known results for ranks and inertias of matrices, which will
be used in this section.

Lemma 3.1 ([17]). Let Ai ∈ Cmi×n and Bi ∈ Cn
H be given for i = 1, 2 and assume that

the pair of matrix equations A1XA
∗
1 = B1 and A2XA

∗
2 = B2, have a common solution

X ∈ Cn
H . Also, let S be defined by (18) and define

P1 =

(
A B 0 0

B∗ 0 A∗1 A∗2

)
, P2 =

 A 0 B

0 −B1 A1

B∗ A∗1 0

 , P3 =

 A 0 B

0 −B2 A2

B∗ A∗2 0

 ,
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Q1 =


A 0 0 B B

0 −B1 0 A1 0

0 0 −B2 0 A2

B∗ A∗1 A∗2 0 0

 , Q2 =


A 0 B B

0 −B1 A1 0

B∗ A∗1 0 0

0 0 0 A2

 , Q3 =


A 0 B B

0 −B2 A2 0

B∗ A∗2 0 0

0 0 0 A1

 .

Then, the following hold.
(a) The global maximal rank of A−BXB∗ subject to S, defined by (18), is

max
X∈S

r(A−BXB∗) =

min

{
r
(
A, B

)
, r(Q1)−r

(
A1

A2

)
−r(A1)−r(A2), r(P2)−2r(A1), r(P3)−2r(A2)

}
.

(b) The global minimal rank of A−BXB∗ subject to S, defined by (18), is

min
X∈S

r(A−BXB∗) =

2r
(
A, B

)
−2r(P1)+2r(Q1)+ max

{
r(P2)−2r(Q2), r(P3)−2r(Q3), u1, u2

}
,

where u1 = i+(P2)+i−(P3)−r(Q2)−r(Q3),

u2 = i−(P2)+i+(P3)−r(Q2)−r(Q3).

(c) The global maximal inertia of A−BXB∗ subject to S, defined by 18, is

max
X∈S

i±(A−BXB∗) = min

{
i±(P2)−r(A1), i±(P3)−r(A2)

}
.

(d) The global minimal inertia of A−BXB∗subject to S, defined by (18), is

min
X∈S

i±(A−BXB∗) =

r
(
A, B

)
−r(P1)+r(Q1)+ max

{
i±(P2)−r(Q2), i±(P3)−r(Q3)

}
.

Lemma 3.2 ([18]). Let A ∈ Cm×n, B ∈ Cm×k, C ∈ Cl×n, B1 ∈ Cm×p, C1 ∈ Cq×n be
given, Y ∈ Ck×n, Z ∈ Cm×l, U ∈ Cp×q be variant matrices. Then

min
Y,Z,U

r(A−BY−ZC−B1UC1) =

r

(
A B B1

C 0 0

)
+r

A B

C 0

C1 0

−r
A B B1

C 0 0

C1 0 0

−r(B)−r(C),

max
Y,Z,U

r(A−BY−ZC−B1UC1) = min

{
m,n, r

(
A B B1

C 0 0

)
, r

A B

C 0

C1 0

}.
Theorem 3.3. Let Ai ∈ Cmi×n and Bi ∈ Cmi

H be given for i = 1, 2 and assume that the
pair of matrix equations A1XA

∗
1 = B1 and A2XA

∗
2 = B2, have a common solution

X ∈ Cn
H . Also, let

T1 =

−B1 0 A12 −A11 0

0 −B2 0 A21 A22

A∗12 A∗22 0 0 0

 , T2 =

−B1 0 A11 0 −A12

0 −B2 0 A21 A22

A∗11 A∗21 0 0 0

 ,
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M1 =

−B1 A12 −A11 0

A∗12 0 0 0

0 0 A21 A22

 , M2 =

−B2 A22 −A21 0

A∗22 0 0 0

0 0 A11 A12

 ,

M3 =

−B1 A11 0 −A12

A∗11 0 0 0

0 0 A21 A22

 , M4 =

−B2 A21 0 −A22

A∗21 0 0 0

0 0 A11 A12

 ,

L1 =

(
−B1 A12

A∗12 0

)
, L2 =

(
−B2 A22

A∗22 0

)
, L3 =

(
−B1 A11

A∗11 0

)
, L4 =

(
−B2 A21

A∗21 0

)
.

Then, the following hold.

(a) min
X1∈S1

r(X1) = 2r(T1)−2r
(
A∗12, A

∗
22

)
+ max

{
t1, t2, t3, t4

}
, (19)

max
X1∈S1

r(X1) = min

{
n1, 2n1+r(T )−r

(
A1

A2

)
−r(A1)−r(A2),

2n1+r(L1)−2r(A1), 2n1+r(L2)−2r(A2)

}
, (20)

where t1 = i+(L1)+i−(L2)−r(M1)−r(M2), t3 = r(L1)−2r(M1),

t2 = i−(L1)+i+(L2)−r(M1)−r(M2), t4 = r(L2)−2r(M2).

(b)

min
X2∈S2

r(X2) = r

 0 0 0 A∗11 A∗21
A12 −A11 0 B1 0

0 A21 A22 0 B2

+r


0 A∗11 0

0 0 A∗21
0 −A∗12 A∗22
A12 B1 0

A∗22 0 B2



−r


0 0 0 A∗11 0

0 0 0 0 A∗21
0 0 0 −A∗12 A∗22
A12 −A11 0 B1 0

0 A21 A22 0 0

−r
(
A11

A21

)
−r

(
A12

A22

)
, (21)

max
X2∈S2

r(X2) = min

{
n1, n2, r

 0 0 0 A∗11 A∗21
A12 −A11 0 B1 0

0 A21 A22 0 B2

+n−r(A1)−r(A2)−r(A),

r


0 A∗11 0

0 0 A∗21
0 −A∗12 A∗22
A12 B1 0

A22 0 B2

+n−r(A1)−r(A2)−r(A)

}
. (22)

(c)
min

X3∈S3

r(X3) = 2r(T2)−2r

(
A11

A21

)
+ max

{
s1, s2, s3, s4

}
,

max
X3∈S3

r(X3) = min

{
n2, 2n2+r(T2)−r

(
A1

A2

)
−r(A1)−r(A2),
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2n2+r(L3)−2r(A1), 2n2+r(L4)−2r(A2)

}
,

where s1 = i+(L3)+i−(L4)−r(M3)−r(M4), s3 = r(L3)−2r(M3),

s2 = i−(L3)+i+(L4)−r(M3)−r(M4), s4 = r(L4)−2r(M4).

Proof. Let

P1 =

(
0 R1 0 0

R∗1 0 A∗1 A∗2

)
, P2 =

 0 0 R1

0 −B1 A1

R∗1 A∗1 0

 , P3 =

 0 0 R1

0 −B2 A2

R∗1 A∗2 0

 ,

Q1 =


0 0 0 R1 R1

0 −B1 0 A1 0

0 0 −B2 0 A2

R∗1 A∗1 A∗2 0 0

 , Q2 =


0 0 R1 R1

0 −B1 A1 0

R∗1 A∗1 0 0

0 0 0 A2

 , Q3 =


0 0 R1 R1

0 −B2 A2 0

R∗1 A∗2 0 0

0 0 0 A1

 .

Applying Lemma 3.1, we obtain

min
X1∈S1

r(X1) = min
X∈S

r(R1XR
∗
1)

= 2r
(

0, R1

)
−2r(P1)+2r(Q1)+ max{t1, t2, t3, t4}, (23)

where t1 = i+(P2)+i−(P3)−r(Q2)−r(Q3), t3 = r(P2)−2r(Q2),

t2 = i−(P2)+i+(P3)−r(Q2)−r(Q3), t4 = r(P3)−2r(Q3).

max
X1∈S1

r(X1) = max
X∈S

r(R1XR
∗
1)

= min

{
r
(

0, R1

)
, r(Q1)−r

(
A1

A2

)
−r(A1)−r(A2), r(P2)−2r(A1), r(P3)−2r(A2)

}
. (24)

Rewrite A1 and A2 as

A1 =
(
A11, A12

)
, A2 =

(
A21, A22

)
, (25)

where A11 ∈ Cm1×n1 , A12 ∈ Cm1×n2 , A21 ∈ Cm2×n1 , A22 ∈ Cm2×n2 .

Simplifying the block matrices in (23) and (24) by elementary matrix operations
and elementary congruence matrix operations, we obtain

r(P1) = 2n1+r

(
A12

A22

)
, r(Q1) = 2n1+r

−B1 0 A12 −A11 0

0 −B2 0 A21 A22

A∗12 A∗22 0 0 0

 ,

r(Q2) = 2n1+r

−B1 A12 −A11 0

A∗12 0 0 0

0 0 A21 A22

 , r(Q3) = 2n1+r

−B2 A22 −A21 0

A∗22 0 0 0

0 0 A11 A12

 ,

i±(P2) = n1+i±

(
−B1 A12

A∗12 0

)
, i±(P3) = n1+i±

(
−B2 A22

A∗22 0

)
,

r(P2) = 2n1+r

(
−B1 A12

A∗12 0

)
, r(P3) = 2n1+r

(
−B2 A22

A∗22 0

)
.
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Substituting the above results into (23) and (24) yields (19) and (20).
Next, we apply Lemma 3.2 to

X2 = R1XR
∗
2 = R1X0R

∗
2+V1FAR

∗
2+R1FAV

∗
2 +

(
R1FA1

, R1FA2

)(U 0

0 U∗

)(
FA2

R∗2
FA1

R∗2

)
,

where V1 ∈ Cn1×n and V2 ∈ Cn2×n, and we get

min
X2∈S2

r(X2)

= min
U,V1,V2

r

(
R1X0R

∗
2+V1FAR

∗
2+R1FAV

∗
2 +

(
R1FA1

, R1FA2

)(U 0

0 U∗

)(
FA2

R∗2
FA1

R∗2

))

=r

(
R1X0R

∗
1 R1FA R1FA1

R1FA2

FAR
∗
2 0 0 0

)
+r


R1X0R

∗
1 R1FA

FAR
∗
2 0

FA2
R∗2 0

FA1
R∗2 0



−r


R1X0R

∗
1 R1FA R1FA1

R1FA2

FAR
∗
2 0 0 0

FA2
R∗2 0 0 0

FA1
R∗2 0 0 0

−r(R1FA)−r(FAR
∗
2), (26)

max
X2∈S2

r(X2)

= max
U,V1,V2

r

(
R1X0R

∗
2+V1FAR

∗
2+R1FAV

∗
2 +

(
R1FA1

, R1FA2

)(U 0

0 U∗

)(
FA2

R∗2
FA1

R∗2

))

= min

{
n1, n2, r

(
R1X0R

∗
1 R1FA R1FA1

R1FA2

FAR
∗
2 0 0 0

)
, r


R1X0R

∗
1 R1FA

FAR
∗
2 0

FA2
R∗2 0

FA1
R∗2 0


}
. (27)

Applying (10) to the block matrices in (26) and (27), and simplifying by using
[A1A

+
1 B1, A2A

+
2 B2] = [B1, B2], elementary matrix operations, and the fact that R(R1FA) ⊆

R(R1FA1
) and R(R1FA) ⊆ R(R1FA2

), we obtain

r

(
R1X0R

∗
1 R1FA R1FA1

R1FA2

FAR
∗
2 0 0 0

)
= r

(
R1X0R

∗
1 R1FA1

R1FA2

FAR
∗
2 0 0

)

=r

 0 0 0 A∗11 A∗21
A12 −A11 0 A11R1X0A

∗
1 0

0 A21 A22 0 A21R1X0A
∗
2

+n−r(A1)−r(A2)−r(A)

=r


(

0, 0
)

0
(

0, 0
)

A∗11 A∗21(
0, A12

)
−A11

(
0, 0

) (
A11, 0

)
X0A

∗
1 0(

0, 0
)

A21

(
0, A22

)
0

(
A21, 0

)
X0A

∗
2

+n−r(A1)−r(A2)−r(A)
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=r

 0 0 0 A∗11 A∗21
A12 −A11 0 B1 0

0 A21 A22 0 B2

+n−r(A1)−r(A2)−r(A),

r


R1X0R

∗
2 R1FA

FAR
∗
2 0

FA2
R∗2 0

FA1
R∗2 0

 = r

R1X0R
∗
2 R1FA

FA1
R∗2 0

FA2
R∗2 0



=r


0 A∗11 0

0 0 A∗21
0 −A∗12 A∗22
A12 0 A1X0R

∗
2A
∗
22

A22 0 A2X0R
∗
2A
∗
22

+n1+n2−r(A)−r(A1)−r(A2)

=r



(
0

0

) (
A∗11

0

) (
0

0

)
0 0 A∗21(
0

0

) (
0

−A∗12

) (
0

A∗22

)

A12 A1X0

(
0

A∗12

)
0

A22 0 A2X0

(
A∗21

0

)


+n−r(A)−r(A1)−r(A2)

=r


0 A∗11 0

0 0 A∗21
0 −A∗12 A∗22
A12 B1 0

A22 0 B2

+n−r(A)−r(A1)−r(A2),

r


R1X0R

∗
1 R1FA R1FA1

R1FA2

FAR
∗
2 0 0 0

FA2
R∗2 0 0 0

FA1
R∗2 0 0 0

 = r

R1X0R
∗
1 R1FA1

R1FA2

FA1
R∗2 0 0

FA2
R∗2 0 0



=r


0 0 0 A∗11 0

0 0 0 0 A∗21
0 0 0 −A∗12 A∗22
A12 −A11 0 A11R1X0A

∗
1 0

0 A21 A22 0 0

+n1+n2−2r(A1)−2r(A2)

=r


0 0 0 A∗11 0

0 0 0 0 A∗21
0 0 0 −A∗12 A∗22
A12 −A11 0 B1 0

0 A21 A22 0 0

+n−2r(A1)−2r(A2).
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By Lemma 1.2, we obtain r(R1FA) = n1+r

(
A12

A22

)
−r(A), r(FAR

∗
2) = n2+r

(
A11

A21

)
−r(A).

Substituting these results into (26) and (27) yields (21) and (22).

The proof of (c) is similar to (a). �

Corollary 3.4. Let Ai ∈ Cmi×n and Bi ∈ Cmi
H be given for i = 1, 2 and assume that

the pair of matrix equations A1XA
∗
1 = B1 and 2XA

∗
2 = B2, has a common solution

X ∈ Cn
H . Then

(a) Equation (2) has a common hermitian solution in the form X =

(
0 X2

X∗2 0

)
iff

max
{
t1, t2, t3, t4

}
= 2r

(
A∗12, A

∗
22

)
−2r(T1), and max

{
s1, s2, s3, s4

}
= 2r

(
A11

A21

)
−2r(T2).

(b) All the common hermitian solutions of (2) have the form X =

(
0 X2

X∗2 0

)
iff

min

{
2n1+r(T1)−r

(
A1

A2

)
−r(A1)−r(A2), 2n1+r(L1)−2r(A1), 2n1+r(L2)−2r(A2)

}
= 0, and

min

{
2n2+r(T2)−r

(
A1

A2

)
−r(A1)−r(A2), 2n2+r(L3)−2r(A1), 2n2+r(L4)−2r(A2)

}
= 0.

(c) Equation (2) has a common hermitian solution in the form X =

(
X1 0

0 X3

)
iff

r


0 0 0 A∗11 0

0 0 0 0 A∗21
0 0 0 −A∗12 A∗22
A12 −A11 0 B1 0

0 A21 A22 0 0

 = r

 0 0 0 A∗11 A∗21
A12 −A11 0 B1 0

0 A21 A22 0 B2



+ r


0 A∗11 0

0 0 A∗21
0 −A∗12 A∗22
A12 B1 0

A∗22 0 B2

−r
(
A11

A21

)
−r

(
A12

A22

)
.

(d) All the common hermitian solutions of (2) have the form X =

(
X1 0

0 X3

)
iff

min

{
r

 0 0 0 A∗11 A∗21
A12 −A11 0 B1 0

0 A21 A22 0 B2

+n−r(A1)−r(A2)−r(A),

r


0 A∗11 0

0 0 A∗21
0 −A∗12 A∗22
A12 B1 0

A22 0 B2

+n−r(A1)−r(A2)−r(A)

}
= 0.
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Theorem 3.5. Let Ai ∈ Cmi×n and Bi ∈ Cmi
H be given for i = 1, 2 and assume that

the pair of matrix equations A1XA
∗
1 = B1 and A2XA

∗
2 = B2, has a common solution

X ∈ Cn
H . Then

(a) The submatrix X1 is unique iff dim
{
R(A∗1)∩R(A∗2)

}
−dim

{
R(A∗12)∩R(A∗22)

}
= n1.

(b) The submatrix X3 is unique iff dim
{
R(A∗1)∩R(A∗2)

}
−dim

{
R(A∗11)∩R(A∗21)

}
= n2.

(c) The submatrix X2 is unique iff dim
{
R(A∗1)∩R(A∗2)

}
−dim

{
R(A∗12)∩R(A∗22)

}
= n1,

and dim
{
R(A∗1) ∩R(A∗2)

}
−dim

{
R(A∗11) ∩R(A∗21)

}
= n2.

Proof. We only prove (a). Note that

X1 = R1X0R
∗
1+V1FAR

∗
1+R1FAV

∗
1 +R1FA1

UFA2
R∗1+R1FA2

UFA1
R∗1.

Then X1 is unique iff R1FA = R1FA1
= R1FA2

= 0.

R1FA = R1FA1
= R1FA2

= 0⇔ r(R1FA) = r(R1FA1
) = r(R1FA2

) = 0

⇔


n1+r

(
A12

A22

)
−r(A) = 0

n1+r(A12)−r(A1) = 0

n1+r(A22)−r(A2) = 0

⇔


r(A) = r

(
A1

A2

)
+n1

r(A1) = r(A12)+n1
r(A2) = r(A22)+n1

⇔ dim
{
R(A∗1) ∩R(A∗2)

}
−dim

{
R(A∗12) ∩R(A∗22)

}
= n1,

where we use the partitioning of A1 and A2 as in (25). �
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